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Final Report for

Secure and Robust Clustering in Wireless Sensor Networks

Donggang Liu, University of Texas at Arlington

1 Introduction

A typical sensor network consists of a potentially large number of low-cost, low-power, and
multi-functional sensors that communicate over short distances through wireless links [1].
Sensor networks have received a lot of attention due to their attractiveness in a variety
of applications such as target tracking and data acquisition. Many protocols have been
developed recently to support these applications.

Sensor nodes are often organized into clusters for efficient and scalable in-network pro-
cessing (e.g, data aggregation) [13], routing [15], data query [9], and broadcast [21]. Many
protocols have been developed for efficient clustering [15, 4, 3, 5, 18, 2, 6, 24]. However, they
can only work in benign environments. In hostile environments, an adversary can launch
many attacks against these protocols. For example, the attacker may fool the sensor nodes
that are far from each other into forming a cluster or hijack the role of cluster heads by
forging certain information such as the node IDs. In either case, cluster-based applications
such as data aggregation may fail. This motivates the proposed research in this project.

However, protecting clustering protocols is quite challenging. First, the sensor nodes in
the same cluster need to be physically close to each other in localized computations such as
data aggregation. This is very difficult to guarantee in hostile environments. For example,
an adversary can create wormholes [14] or invisible nodes [20] to fool the sensor nodes that
are far from each other into forming a cluster. Second, sensor nodes are usually deployed in
an unattended manner. An adversary can easily capture and compromise a few nodes [12].
When a sensor node is compromised, it can setup a neighbor relation with any node. An
example of such an attack is the node replication attack [22] where the attacker duplicates
the compromised node at many places. As a result, they can join many clusters even if
authentication and encryption are employed. Another challenge is the resource constraints
on sensor nodes, which makes it impractical to apply well-studied but expensive mechanisms.
On the other hand, the attacker may have powerful computing devices (e.g., PDAs or Laptops)
and extensive knowledge about the network.

The overall objective the proposed research is to make sure that the clusters can be formed
and managed correctly in the presence of attackers. The clustering algorithms considered
in this project consist of two steps, cluster formation, which addresses how to form initial
clusters, and cluster maintenance, which addresses how to manage clusters such as the re-
election of new cluster heads. The PI has proposed effective methods to secure both of the
above two steps. Specifically, the PI has developed a resilient cluster formation scheme by
using the neighborhood information of sensor nodes [17]. The PI has also proposed a secure
and resilient method to re-elect the cluster head to balance the load in the cluster and prolong
the cluster lifetime [7].



2 Problem Statement

This project focuses on static sensor networks where the sensor nodes do not change their
locations after deployment. The network consists of the resource-constrained sensor nodes
and the powerful base stations. The sensor nodes are randomly scattered to monitor the
events in the field; they need to be organized into clusters to help certain network operations
such as data aggregation after deployment. The base stations are used to collect/process the
monitoring results or act as gateways to the traditional networks.

Attack Models: An attacker can launch many attacks against clustering. For example,
he can simply perform a denial-of-service (DoS) attack to block the wireless channel. The
shared channel model [10] is largely useless here since the attacker may disrespect such
model. This DoS attack is simple but common to the protocols in sensor networks; there
are no effective ways to stop an attacker from mounting such attack. Therefore, We strongly
believe that a security protocol would be “good enough” if the only attack impact is equivalent
to blocking the channel. Since the security of the whole system is determined by the weakest
point, and an attacker can always block the channel, the “good enough” security will not
reduce the security of the whole system. We thus focus on those “stealthy attacks” whose
goal is to mislead the cluster formation or maintenance. We assume that an attacker can
eavesdrop, modify, forge, replay and interrupt network traffic. We assume that the attacker
can compromise a small number of nodes. We also assume that replicated nodes may be
created and placed [22].

Design Goals for Cluster Formation: An important property for a clustering protocol
is that the members of the same cluster are physically close to each other. This is critical for
many applications such as data aggregation [13]. For convenience, two nodes are said to be
far away if they do not share any actual benign neighbor. For example, if the signal range
can be modeled as a circle with radius R, two nodes are far away when they are at least 2R
meters away.

Our overall goal is to make it as difficult as possible to fool the nodes far from each other
into joining the same cluster. This means that a benign node will not join another benign
node’s cluster if they are far from each other, and a malicious node cannot join many clusters
or recruit many benign nodes far from each other. Note that we do not stop the attack that
prevents a benign node from joining a particular cluster since this can be easily achieved by
blocking the channel of the node no matter how we do.

We consider d-hop clusters. A node may use an intermediate node to reach the cluster
head. This intermediate node is called the uplink node. In our technique, we have every node
join the same cluster as its uplink node, which allows us to make an immediate clustering
decision without the need for the decisions of other nodes. For convenience, when u uses v
as its uplink node, we say “u joins the cluster through v ” or “v directly recruits u”.

e Security Goal 1: Tt is unlikely for a benign sensor node to select another benign sensor
node (pre-determined cluster head) that is far away as its uplink node.

o Security Goal 2: 1t is difficult for a malicious node to join many clusters through benign
sensor nodes.

e Security Goal 3: Tt is difficult for a malicious node to directly recruit many benign nodes
far from each other.



Achieving secure clustering may reduce the performance of the protocol such as the quality
of the clusters. However, in hostile environments, we believe that it is reasonable to trade off
performance for security since without security, the clustering protocol will immediately fail
under attacks. Although security is our number one concern, we still expect our technique to
construct quality clusters (e.g., with even cluster sizes) and be efficient in terms of storage,
computation and communication.

Design Goals for Cluster Head Re-Election: The objective of this step is to provide
security for the election of cluster leaders in sensor networks. We identify the following
security goals for a cluster leader election protocol.

e Security Goal 1: Unauthorized sensor nodes cannot join the cluster leader election. That
is, only those legitimate members of a cluster can participate in the leader election of
this cluster.

e Security Goal 2: The attacker cannot arbitrarily increase or decrease the chance of any
benign node being elected as a cluster leader. More specifically, the attacker cannot
control who will be elected as the cluster leader at any round of leader election.

e Security Goal 3: As long as the benign cluster members are well-connected in a par-
ticular round of leader election, they will always elect the same cluster leader for this
round. This means that the result of a given round of leader election is only affected
by the network connectivity during that round.

Due to node compromise, a given cluster may include a few compromised sensor nodes. It
is certainly possible that a malicious sensor node is elected as the cluster leader at some point.
Indeed, it is infeasible to prevent this from happening when this malicious node always acts
like a normal sensor node. To mitigate such impact, one option is to ensure that every cluster
member has the equal opportunity of being elected. Our protocol is designed to reinforce
such fairness between cluster members. On the other hand, the compromised sensor node
may start behaving maliciously once it gets elected as the new cluster leader. Detecting such
misbehavior is certainly important for the security of sensor networks. However, this is beyond
the scope of this project, and we consider it complementary to our approach. Nevertheless,
even without such detection mechanism, our protocol can still tolerant compromised nodes
in the sense that any malicious node can only serve as the cluster leader for a given period
of time. The leadership will be likely shifted to a benign node in the next round of election.

3 Summary of Important Results

The PI has accomplished all the tasks identified in the proposal on time. The outcomes
of these tasks are three high-quality papers. Two of them have already been published in
prestigious conferences (ICDCS 2006 and WiSec 2008); the other one has been submitted for
conference publication. In the following, we summarize these results.



3.1 Resilient Cluster Formation

We have developed an efficient and resilient protocol for clustering in sensor networks [17].
The main idea is to make the clustering operations accountable. Specifically, we propose three
techniques, simple neighbor validation, priority-based selection and centralized detection. The
simple neighbor validation provides a simple yet effective way to validate a sensor’s neighbors.
The priority-based selection organizes clusters based on the sensor’s priority of being a cluster
head and enforces the accountability of clustering decisions made by sensor nodes. The
centralized detection further enhances the security of our approach by detecting misbehaving
sensor nodes using the log information generated by the priority-based selection.

These three techniques result in a resilient cluster formation scheme. On the one hand,
it is very difficult for an attacker to fool the benign nodes far from each other into joining
the same cluster. On the other hand, a malicious node can only impact a few benign nodes;
it cannot join many clusters or recruit many benign nodes far from each other in its cluster
without being detected. Another appealing benefit is that a sensor node can make a clustering
decision immediately once the neighborhood information (the list of neighbors) is available.
This property makes it even harder to attack the cluster formation. In contrast, most existing
protocols require a sensor node to wait for the decisions from many other nodes multiple hops
away, introducing additional vulnerabilities.

3.2 Resilient Cluster Head Re-Election

We have proposed an efficient and resilient leader election protocol for sensor network clus-
tering in hostile environments [7]. The security of the proposed protocol is achieved by (i)
making it infeasible to forge the election values (i.e., the remaining energy) of benign sensor
nodes and (ii) making the leader election protocol resistant to the malicious election values
supplied by compromised sensor nodes. Similar to most existing cluster leader election pro-
tocols, we use the remaining energy on sensor nodes as the metric to determine the cluster
leader. However, our approach is also different from them in that we do not use the one
with the most remaining energy as the new cluster leader. Instead, the role of cluster leader
will be rotated among all cluster members that are qualified for being elected as the cluster
leader, i.e., those nodes whose energy is greater than a pre-determined system threshold Ey,,
which is the minimum energy required for serving as the cluster leader. This will make it
very difficult for any malicious insider to hijack the role of cluster leader frequently by forging
the election value.

The proposed scheme has several nice properties. First, it guarantees that the benign
cluster members in a given cluster will agree on the same cluster leader as long as they are
well-connected. Second, an attacker cannot impact the leader election protocol to increase
or decrease the chance of a benign sensor node being elected as the cluster leader. Third,
it tolerates message loss effectively. The leader election can recover quickly from failures
once the network in the local area becomes well-connected again. This important property
makes it difficult for adversaries to disrupt the leader election by jamming the communication
channel for only a short period of time. A long-term jamming attack is still very expensive
and can be easily detected to physically locate the adversary. Finally, the proposed scheme
is fully distributed. This addresses the problem of the single point of failure.

4



3.3 Pre-Authentication Filters

We have proposed to apply pre-authentication filters to remove bogus messages before the
actual signature verification is performed [8]. This scheme can be used to address the message
authentication problem in the previous two approaches. Indeed, these pre-authentication
filters are developed when we were trying to find suitable broadcast authentication methods
in previous research tasks.

Initially, we believe that ECC-based signature schemes will be an attractive option for
broadcast authentication in many applications. Indeed, recent studies have demonstrated
that it is possible to perform public key cryptographic operations on resource-constrained
sensor platforms [11]. In addition, there have been continuous efforts to optimize Elliptic
Curve Cryptography (ECC) for sensor platforms [16, 23, 19]. However, the significant re-
source consumption imposed by public key cryptographic operations makes such mechanisms
easy targets of Denial-of-Service (DoS) attacks. For example, if ECDSA is used directly
for broadcast authentication without further protection, an attacker can simply broadcast
forged packets and force the receiving nodes to perform a large number of unnecessary signa-
ture verifications, eventually exhausting their battery power. To address the above problem,
we developed two filtering techniques, a group-based filter and a key chain-based filter, to
help sensor nodes avoid performing many unnecessary signature verifications. Both meth-
ods take advantage of the fact that broadcast in sensor networks is usually done through a
network-wide flooding protocol, and a broadcast message from a sensor node usually has a
small number of immediate receivers due to the low-power, short-range radio used in wireless
sensor networks.

The proposed pre-authentication filters provide complementary capabilities in dealing with
DoS attacks against signature-based broadcast authentication. The group-based filter orga-
nizes the neighbor nodes of a (local) sender into multiple groups, which are protected by
different keys organized in a tree structure. Using these group keys, this mechanism not only
facilitates the neighbor nodes to filter out forged messages, but also helps the sender adap-
tively isolate compromised nodes that launch DoS attacks. Unfortunately, the group-based
filter allows compromised nodes to send forged messages before they are isolated. The key
chain-based filter employs a two-layer method, completely preventing compromised neighbor
nodes from affecting benign ones. The first layer uses one-way key chains to mitigate the
DoS attacks against signature verification, and the second layer uses pairwise keys to mit-
igate the DoS attacks on the verification of the chained keys in the first layer. However,
despite the advantage in tolerating compromised nodes, the key chain-based filter defers to
the group-based filter in the ability to tolerate packet losses.

4 Conclusion

The PI has successfully accomplished the research tasks identified in this project. Three
novel techniques are produced from this project. First, we propose an efficient and effective
technique for resilient cluster formation, which consists of a simple neighbor validation, a
priority-based selection and a centralized detection. The proposed neighbor validation is of
independent interest; it can further improve the security of current wormhole detector. Sec-



ond, we present an efficient and resilient cluster leader election protocol for sensor networks.
It is very difficult for an adversary to disrupt the protocol without launching intensive channel
jamming attacks for a long time period or compromising a large number of cluster members.
This protocol is also resistant to message loss; it can quickly recover from any failure as long
as the benign cluster members are well-connected during the time of recovery. Third, we
propose two pre-authentication filters, a group-based method and a key chain-based method,
to effectively mitigate the DoS attacks against the signature verification in broadcast au-
thentication. Our analysis and simulation studies indicate that the proposed protocols are
efficient and effective in dealing with malicious attacks.
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